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Dynamic locomotion of legged robots is a critical yet challenging topic in expanding the operational range of
mobile robots. It requires precise planning when possible footholds are sparse, robustness against uncertainties
and disturbances, and generalizability across diverse terrains. While traditional model-based controllers excel
at planning on complex terrains, they struggle with real-world uncertainties. Learning-based controllers offer
robustness to such uncertainties but often lack precision on terrains with sparse steppable areas. Hybrid methods
achieve enhanced robustness on sparse terrains by combining both methods but are computationally demanding
and constrained by the inherent limitations of model-based planners. To achieve generalized legged locomotion on
diverse terrains while preserving the robustness of learning-based controllers, this paper proposes to learn an
attention-based map encoding conditioned on robot proprioception, which is trained as part of the end-to-end
controller using reinforcement learning. We show that the network learns to focus on steppable areas for future
footholds when the robot dynamically navigates diverse and challenging terrains. We synthesize behaviors that
exhibit robustness against uncertainties while enabling precise and agile traversal of sparse terrains. Additionally,
our method offers a way to interpret the topographical perception of a neural network. We have trained two
controllers for a 12-DoF quadrupedal robot and a 23-DoF humanoid robot respectively and tested the resulting
controllers in the real world under various challenging indoor and outdoor scenarios, including ones unseen
during training.

INTRODUCTION

Humans and legged animals inhabit almost every corner of our planet,
adept at traversing various terrains in the wild. Similarly, legged robots
hold vast potential for navigating complex natural landscapes that are
typically inaccessible to other wheeled or tracked mobile robots. Yet,
navigating challenging terrains demands 1) precise planning when
possible footholds are sparse (e.g., on construction debris [1]), and
2) robustness in the presence of uncertainties and disturbances [2, 3].
Furthermore, the locomotion controller 3) must be able to generalize
across diverse terrains.

Toward this goal, various methods have been explored, includ-
ing learning-based ones such as deep reinforcement learning (DRL),
model-based ones such as model predictive control (MPC), and hybrid
approaches that combine both. However, achieving generalized legged
locomotion across diverse terrains with both precision and robustness
remains an open problem. In this paper, we offer an attention-based
learning framework to train robust and generalized controllers that can
precisely navigate on various terrains.

DRL has emerged as a powerful tool for enabling robust and agile
legged locomotion on challenging terrains. By training an actuator
model through supervised learning and appropriately randomizing the
training environment, Hwangbo et al. [4] successfully transferred the
dynamic motions learned through trial and error in simulation to the
real world. Lee et al. [2] and Siekmann et al. [5] developed robust

learning-based controllers for blind traversal of rough terrains and stairs
by quadrupedal and bipedal robots, respectively. Regarding perceptive
locomotion, Rudin et al. [6] trained end-to-end controllers on uneven
terrains by massively parallel DRL. Miki et al. [3] further advanced
robust perceptive quadrupedal locomotion in the wild by learning to
filter out unreliable perception using a history of proprioceptive data.
Additionally, DRL approaches have enabled legged robots to perform
dynamic parkour maneuvers across various structured terrains [7–12].
However, these approaches struggle on sparse terrains because it is
hard for the DRL algorithm to discover valid footholds and learn from
them. To tackle this problem, recent DRL-based work has achieved
locomotion on sparse terrains through curriculum tuning to guide the
training process with human intuition [13], but it only overfits a small
range of terrains with a single multilayer perceptron (MLP) policy
network and cannot generalize. Another work enables a bipedal robot
to walk on fake stepping stones (QR-code tags on the flat ground)
through MLP-based foothold feasibility prediction [14] but has not
yet demonstrated locomotion on real terrains or generalization across
various terrains.

Alternative to RL, model-based methods have been explored for
decades to produce versatile movements and smooth trajectories that
adhere to the kinematic and dynamic constraints of the robot. Some
work [15, 16] have enabled stable locomotion on rough terrains such as
stairs, steps, inclines, etc. To achieve agility on uneven terrains or with
various payloads, more adaptable frameworks such as MPC are used
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for locomotion tasks [17–21] by solving optimal control problems over
a long horizon. More recent endeavors have demonstrated stronger
traversal performance on the real robot, achieving real-time versatile
legged locomotion on uneven and sparse terrains by predicting accu-
rate footholds [22–24]. Despite this progress, model-based controllers
remain susceptible to various assumptions introduced during the mod-
eling process, such as perfect state estimation, perfect and complete
map information, and simplified dynamic and kinematic models, which
may lead to degraded performance under model-mismatch, drifted state
estimation, and imprecise motor actuation, etc.

To combine the advantages of both model- and learning-based con-
trollers, hybrid methods have been proposed. Kwon et al. [25] propose
to train a dynamic model for model-based controllers. Some works [26–
28] warm-start non-linear solvers from learned initialization to speed
up convergence. Other works utilize DRL to generate footholds that are
then tracked by model-based controllers [29, 30]. These approaches
leverage learning to improve or bootstrap MPC while still running an
MPC as the main controller and hence remain fragile to the uncertainty
faced in real-world deployments. In contrast, to combine generaliza-
tion capability and precise footholds predictions from a model-based
planner and the robustness from a learning-based controller, DTC [1]
trains a DRL controller to track the reference state trajectories gener-
ated by model-based optimization [24], effectively overcoming model
mismatch, slippage, and deformable terrains. Nonetheless, compared
to end-to-end approaches, which directly map observations to actions,
these hybrid controllers suffer from the complexity of the hierarchi-
cal structure. For example, during training, DTC requires running
the model-based planner on a CPU and the training pipeline on a
GPU and takes 14 days of training for full convergence. Furthermore,
DTC requires running the MPC controller during deployment, which
is computationally demanding and relies on the performance of the
model-based planner - the height map is fed into the model-based
controller, which might generate infeasible guidance under degraded
perception.

In summary, an end-to-end learning-based approach that can
achieve precise, robust, and generalized locomotion on sparse ter-
rains is missing. Additionally, despite all the advancements in legged
locomotion under different task specifications, no approach has yet
demonstrated the successful sim-to-real transfer of perceptive con-
trollers to achieve dynamic locomotion on sparse terrains for both
quadrupedal and bipedal robots.

In this paper, we propose to train an attention-based map encoding
for generalized legged locomotion, which consists of two levels: 1)
a convolutional neural network (CNN) that embeds point-wise local
terrain features in a robot-centric height map sampled from elevation
mapping [31], and 2) a multi-head attention (MHA) [32] module that
queries point-wise map features and combines them with propriocep-
tive observations. MHA is a neural representation mechanism utilized
in transformers [32], a deep learning architecture that enables highly
effective handling of sequential and multi-modal information. Recent
works on legged locomotion learning have also introduced the trans-
former architecture to embed multi-modal observations [33] or capture
time-sequential features [34], achieving locomotion on unstructured
terrains such as grasslands, slopes, and flat ground. Instead of using
a complete transformer model, we investigate how MHA can enable
generalized legged locomotion across diverse terrains by focusing on
the areas that matter most. In our framework, a low-level CNN learns
effective extraction of local features for various terrains, and the MHA
module selects useful terrain points based on the attention conditioned
on proprioception, leading to a compact and generalizable representa-
tion of high-dimensional observations. We observe that the selected
points indicate the future footholds without any supervised learning.

To effectively synthesize our locomotion policies, we design a two-

stage training pipeline. In the first stage, we train the controller on
base terrains (defined in the supplementary methods, section "Training
Details - Terrains") with perfect perception. This stage is crucial for
initializing the map encoding learning and leads to basic locomotion
skills under ideal conditions. In the second stage, we introduce more
challenging terrains (defined in the supplementary methods, section
"Training Details - Terrains") with perception noise and drift to enhance
the generalization to real-world conditions.

We demonstrate that our proposed end-to-end control framework
has resulted in substantial advancements over the state-of-the-art
(SOTA) in 1) precise and generalized dynamic locomotion on a broad
range of terrains [1] while achieving 2) robustness against uncertainties
and model mismatch, and producing 3) an interpretable representation
of map scans that can be graphically visualized, with 4) the same frame-
work being applicable to both a quadrupedal robot ANYmal-D [35]
and a humanoid robot Fourier GR-1 [36], as shown in Figure 1.

RESULTS

A. Precise and Generalized Locomotion
We tested our learned policies on both the GR-1 and ANYmal-D
robots in simulation (Figure 2) and extensive real-world experiments
(Figure 1 and Figure 3) across a diverse range of terrains, including
ones never encountered during the training phase. Figure 2 A illustrates
the controller’s performance on GR-1, trained from scratch during stage
1, where it exhibited precise foot placements across various terrain
types, such as grid stones, pallets, beams, and gaps. Despite being
exclusively trained on base terrain types partially shown in Figure 2 A,
the controller demonstrated its ability to generalize to unseen terrains,
including pentagon stones, single-column stones, narrow pallets, and
consecutive gaps, shown in Figure 2 B. This highlights our controller’s
capability to transfer the learned behaviors to new terrains out of the
training distribution.

A similar pattern of generalization was observed in the ANYmal-D
controller. The controller was able to adapt and perform effectively on
unseen terrains, as shown in Figure 2 D, despite being trained only on
base terrains shown in Figure 2 E (Note that the kinematics of ANYmal-
D differs from GR-1, requiring adjustments in the terrain selection
during training. More terrain details can be found in the supplementary
methods, section "Training Details - Terrains")). This demonstrates
the adaptability of our approach to managing different embodiments
with varying kinodynamics, enabling generalization capabilities despite
hardware variations.

To further enhance the policies’ precision on a wider range of ter-
rains and robustness and in real-world experiments, we fine-tuned
them in stage 2 by incorporating additional terrain types and introduc-
ing disturbances and uncertainties. This fine-tuning process improved
the controller’s ability to navigate more complex and unpredictable
environments, reinforcing its stability and adaptability under real-world
conditions. We demonstrate the resulting controllers in Figure 2 C,
where both GR-1 and ANYmal-D achieve a 100% success rate in
traversing a challenging obstacle parkour (with disturbances and uncer-
tainties) designed by Grandia et al. [23] that had not been encountered
during training. Notably, we are the first to enable dynamic humanoid
locomotion across such mixed sparse terrains with an online controller.
The same controllers also achieve high robustness in real-world deploy-
ments, demonstrated in Figure 1 and Figure 3, unifying the properties
of SOTA model-based and learning-based approaches.

We deployed the fine-tuned policies for both ANYmal-D and GR-1
zero-shot on the real hardware. To validate the controller’s precision
and robustness, we tested on various sparse terrains, including gaps,
stepping stones, and beams, as depicted in Figure 3. Our results repre-
sent advances in robotic locomotion, demonstrating that our end-to-end
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Fig. 1. Learning interpretable, generalizable, agile, and robust legged locomotion on diverse terrains. Our end-to-end controllers enabled
ANYmal-D (a - i) and GR-1 (j - o) to dynamically traverse diverse challenging terrains. Highly interpretable point-wise map encodings are
graphically visualized in k, m, and o, where colors more intense in red represent higher attention weights, indicating the next foothold.
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Fig. 2. Precise and Generalized Locomotion in Simulation. (A) Selection of base terrains for GR1 stage 1 training, including grid stones
(a), pallets (b), beams (c), and gaps (d) (B) Selection of fine-tuning terrains for GR1 stage 2 training, including pentagon stones (a), single-
column stones (b), narrow pallets (c), and consecutive gaps (d) (C) GR1 and ANYmal-D on obstacle parkour [23]. (D) Selection of fine-tuning
terrains for ANYmal-D stage 2 training, including pentagon stones (a), beams (b), rings (c), and rough hills (d). (E) Selection of base terrains for
ANYmal-D stage 1 training, including grid stones (a), pallets (b), pits (c), and rough ground (d).
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Fig. 3. Precise and Generalized Locomotion on Hardware. (A) Selection of sparse terrains for GR1, including beam and gap (a) and single-
column stones with height difference (b). (B) Selection of sparse terrains for ANYmal-D, including stepping stones (a), stepping stones with
height difference (b), randomly placed stepping stones forward (c), randomly placed stepping stones sideway (d), boxes and gaps (e), and a 19-
cm wide beam (f).

DRL-based controller can achieve precise and generalized performance
across a wide range of challenging terrains. Prior to our work, no other
end-to-end DRL-based controllers have achieved such a level of gener-
alization.

B. Agility and Recovery Reflexes by Whole-Body Coordination

Our learned policies demonstrated advanced agility and robustness on
the real robots, as shown in Figure 4. Learning whole-body motion
control has aided ANYmal-D and GR-1 in actively using the knees
(Figure 4 A) and arms (Figure 4 C), respectively, for enhanced agility.
The amplitude and frequency of GR-1’s arm swing not only follow
the gait but also depend on the terrain, as can be observed by compar-
ing Figure 4 C to Figure 4 D. The emergent recovery behaviors can
save the robots from slippage (Figure 4 B, E) or stabilize themselves
on shaky supports (Figure 4 D). Most remarkably, when the current
footholds and the velocity commands made the next step hard to land
(Figure 4 F), we observed that GR-1 performed a single-leg switch hop
on one stepping stone, lifting the previous contact foot into the air to
successfully reach the subsequent stone. All of these reflex behaviors,

which enhance the system stability, are difficult to obtain from model-
based methods, as they typically rely on contact state machines and
handcrafted heuristics [23, 24, 37, 38].

C. Versatile Velocity Tracking

Our learned policies can track velocity commands in a versatile way,
with detailed evaluations and benchmarks shown in Section D. This
enables us to maneuver ANYmal-D on debris. In Figure 5 A, the
robot overcame sparse terrains with movable supports and showcased
omnidirectional versatility. We can also command GR-1 with different
velocities on challenging terrains, such as one row of uneven stepping
stones or shaky balance beams, leading to different gait patterns and
whole-body behaviors, as depicted in Figure 5 B and C. Such versatility
can expand the operational range of our robots in complex terrains and
confined spaces.
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Fig. 4. Agility and Recovery Reflexes by Whole-Body Coordination. (A) ANYmal-D using its knee to climb up a large rock while rotating
the torso. (B) ANYmal-D recovered from penetration of feet into the shaky debris due to slippage by knee support. (C) GR-1 traversing one row
of 19-cm-wide uneven stepping stones with natural arm swing to aid the agile motions. (D) GR-1 stabilizing itself on a shaky, unfixed 19-cm-
wide balance beam. (E) GR-1 encountered a slippage while traversing one row of uneven stepping stones and reacted with a fast step forward.
(F) GR-1 encountered an inappropriate foothold due to left-biasing velocity commands while traversing a row of uneven stepping stones. With
insufficient space for the left foot to land after the right foot’s placement, GR-1 switched the foot contact in the air and successfully reached the
subsequent stone with the right foot.
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Fig. 5. Versatile Velocity Tracking. Our learned controllers demonstrated versatile velocity tracking capabilities on ANYmal-D and GR-1. (A)
ANYmal-D maneuvering on the debris, overcoming sparse terrain with movable supports and showcasing omnidirectional versatility. (B) GR-1
accelerating on the shaky balance beam when the velocity command changed from 0.7 m/s to 1.5 m/s, taking longer strides. (C) With a 1.5 m/s
forward velocity command, GR-1 had one step per stepping stone. (D) With a 0.7 m/s forward velocity command, GR-1 had two steps on each
stepping stone.
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A. Benchmark with DTC and Baseline RL
a b c

B. Ablation study on two-stage training
a b

C. Ablation study on network structure
a b

Fig. 6. Simulation-based Evaluations. We only evaluated the performance of our approach and benchmarked it with other methods on
ANYmal-D. (A) Benchmark with DTC and Baseline-rl. (a) Our method shows overall lower velocity tracking errors for different forward
velocity commands on the selected terrains. (b) Our method shows a substantially higher success rate, and lower stuck and failure rates (a trial is
counted as “successful” if the robot could walk out of the border of the terrain within a complete episode, “failed” if undesirable contacts happen,
and “stuck” otherwise.) on a combination of all training terrains. (c) Our method demonstrates higher overall success rates on individual terrains.
(B) Ablation study on two-stage training. (a) Terrain level training curves for the proposed two-stage training (Ours), training from scratch on
all terrains (base + fine-tuning terrains) with privileged observations (C2), and training from scratch on the base terrains with sensory drift and
noise (C3). Ours shows the best convergent behavior. (b) Our method shows higher overall success rates on individual terrains, where the white
background indicates the base terrains and the gray background fine-tuning terrains. (C) Ablation study on network structure. (a) Terrain level
training curves for different methods on base terrains. Ours shows the best convergent behavior. (b) Our method shows higher overall success
rates on individual terrains.
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D. Simulation-based Evaluations
D.1. Benchmark with DTC and baseline RL controller

In the first evaluation experiment, we evaluate the performance of
three different controllers that can dynamically navigate on sparse
terrains with an ANYmal-D – the proposed method, DTC [1], and
the baseline-rl [13], which is a recent learning-based controller that
demonstrates successful hardware experiments on stepping stones and
beams. To do so, we utilized three comparing criteria similar to [1]
including 1) the velocity tracking performances, 2) success, failure,
and stuck rates on terrains that the compared controllers are trained
on, and 3) the success rates on individual terrains. All controllers are
deployed in the same simulated environment with observation noises
and drifts sampled with the same random seed.

Since baseline-rl is designed under a goal-reaching setup, and there
is currently no learning-based velocity-tracking controller tailored for
sparse terrains that can parallel DTC’s performance on hardware in
the literature, we only compare the proposed method and DTC for
velocity tracking, as shown in Figure 6 A a. The agents with different
controllers are deployed with constant forward velocity commands on
selected sparse terrains traversable by both controllers. The tracking er-
ror is only computed for surviving agents. Our approach demonstrated
substantially lower tracking errors except for gaps with small velocity
commands, where the agents hesitate to proceed for both controllers.
Noticeably, DTC exhibited high tracking errors with large velocity
commands. This is mainly because DTC uses constant gait frequency,
resulting in further away and thus harder-to-track footholds when ve-
locity commands are higher. Our method, on the other hand, can adjust
gait frequencies on different terrains with various velocity commands.
Figure 6 A b shows the success, failure, and stuck rates on a complete
set of terrains that the three controllers were trained on, where our
method shows 26.5% and 77.3% higher success rates compared to
DTC and baseline RL, respectively. The reason for the low overall
success rates of DTC and baseline RL can be explained in Figure 6 A c.
DTC has lower than 20% success rates on grid stones (20cm × 20cm
randomly placed square stones), grid stones small (12cm × 12cm ran-
domly placed square stones), and narrow beams (15cm width), which
is mainly because the high-level controller provides infeasible foothold
guidance on these terrains since the support surface is smaller than the
threshold that the model-based planner can accept as a steppable area.
The baseline RL controller is overfitted to grid stones, explaining its
low success rates on other terrains.

D.2. Ablation study on two-stage training

To justify the proposed two-stage training pipeline and the necessity of
initializing the map encoding learning in stage 1 and introducing more
terrains and uncertainties only in stage 2, we closely investigated and
compared the training as well as deployment performance of three con-
trollers. The first controller is trained with the proposed pipeline: first
trained on base terrains with privileged observations (ground truth) and
then fine-tuned on all terrains (base terrains and fine-tuning terrains)
with sensory drifts and noises. The second controller (C2) is trained on
all terrains from scratch with privileged observations, while the third
controller (C3) is trained on base terrains from scratch with sensory
drifts and noises. We use terrain level [6] to compare their training
performance. The terrains have 10 difficulty levels, indexed from 0
to 9. All robots are randomly assigned a terrain type and a level. The
robot gets upgraded to the next level if it walks out of the borders of its
assigned terrain, and downgraded to a lower level otherwise. Robots
solving the highest level are then reset to a randomly selected level,
which averages to level 6 if all robots have solved the most difficult ter-
rain. Perfect training will show a terrain level curve that first overshoots
over level 6 (robots attempting to upgrade to higher terrain levels) and
then converges to level 6 (based on the stationary distribution when all

robots solve their terrains). Figure 6 B a indicated that our proposed
method resulted in a convergent terrain level that shows most of the
robots solve the most difficult level. However, C2 could not reach
the same terrain level, meaning the agents failed to upgrade to higher
terrain levels. C3 could not converge back to 6, indicating that the
agents could not solve the most difficult levels. We then deployed
the controllers and compared the success rates on different terrains,
as depicted in Figure 6 B b. Our method shows substantially higher
success rates than C2 and C3 on almost all terrains. C2 shows the worst
performance even with perfect perception during testing. While C3
shows satisfactory success rates on stairs, pits, and rough, it performs
worse on sparse terrains (grid stones, beams, etc).

D.3. Ablation study on network structure

Our attention-based map encoding consists of two levels: 1) a low-level
CNN that embeds local terrain features, and 2) an MHA module that
queries point-wise local features and combines them with propriocep-
tive observations. To show the efficacy of using an MHA module the
way we propose, we compare our method to a transformer encoder
similar to [33]. To show the necessity of point-wise attention, we down-
sampled the map inputs with another CNN instead of only extracting
local features without down-sampling. As another comparison, we
used a vision transformer encoder [39] to process the map scans. The
detailed structures can be found in the supplementary methods section
"Ablation Study Details - network structures". Similar to Section D.2,
we compared the training and deployment performance of the above
3 network structures with our method through terrain level and suc-
cess rates, as shown in Figure 6 C a and b, respectively. From the
comparison, our method demonstrates higher convergent terrain levels
during training and success rates during deployment. More notably,
our method shows substantially higher success rates on unseen ter-
rains, indicating better generalization than the other potential network
structures.

E. Interpretable Attention-based Map Encoding
To further elucidate the interpretability provided by the proposed
attention-based map encoding, we provide a detailed visualization of
the attention weights from the MHA module across different types
of terrains. The MHA module pays more attention to steppable
areas based on the proprioceptive information of the robots and
allocates higher attention weights to corresponding map scans. These
visualizations highlight how the model prioritizes specific regions
in the environment, guiding the controller to navigate complex
discontinuous terrains. Figure 7 A showcases the attention weights
of the fine-tuned controller from stage 2 on a mixed terrain, which
combines elements from various terrain types. The attention weights
are concentrated around the next steppable region, indicating that the
MHA module acts as guidance to direct the controller toward feasible
footholds ensuring stability. Figure 7 B depicts the attention weights
when the robots are commanded to move in different directions
on various terrains encountered during stage 1 training, including
grid stones (B 1 forward, B 5 sideways, B 9 turning), pallets (B 2
forward, B 6 sideways, B 10 turning), single beams (B 3 forward, B
7 sideways, B 11 turning), and gaps (B 4 forward, B 8 sideways, B
12 turning). These terrains, characterized by their varying structural
features, challenge the model to distribute attention effectively to
critical regions to support footholds based on the robots’ kinematics
and dynamics. Noticeably, the paid attention can refuse to follow
infeasible velocity commands. For example, the agent is commanded
to turn but the attention still stays on the beam rather than on the
ground to follow the command, as demonstrated in Figure 7 B
k. Additionally, Figure 7 C illustrates how the stage 1 controller
generalizes to unseen terrains, such as pentagon stones (C 1), narrow
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pallets (C 2), single-column stones (C 3), and consecutive gaps (C 4),
highlighting the generalization of the attention mechanism in adapting
to novel environments. These visualizations reflect the model’s ability
to dynamically adjust its focus based on the robot’s proprioceptive
information and command directions, promoting efficient and safe
locomotion across diverse and unpredictable terrains. The consistent
pattern of attention allocation supports our claim that the MHA
module enhances both interpretability and generalization capabilities
in complex locomotion tasks.

DISCUSSION

In this work, we achieved generalized, agile, and robust legged locomo-
tion using end-to-end reinforcement learning, mapping proprioceptive
and exteroceptive observations directly to joint-level actions with a
neural network. The key to achieving this is an attention-based map
encoding module which processes the map based on proprioception
and provides a representation that learns to focus on potential future
footholds. The subsequent policy then translates this generalized rep-
resentation into whole-body motions, enabling precise movements
on sparse terrains. Additionally, we developed a two-stage train-
ing pipeline to further enhance the generalization capability of the
controller. The resulting controllers enabled both quadrupedal and
humanoid robots to traverse diverse terrains and demonstrate highly
interpretable neural encoding of terrain perception.

We enabled generalized legged locomotion while preserving the
robustness of learning-based controllers. Previously, such generaliza-
tion only appeared on quadruped locomotion controllers with model-
based planning [1, 23]. Hence, on top of the SOTA performance
on quadrupedal and humanoid robots, this work demonstrates the
possibility of achieving comparable generalization using DRL while
overcoming the limits of model-based approaches when dealing with
uncertainties and model errors.

Notably, our policy network design mirrors the modular functions
in model-based methods: the map encoding module implicitly selects
future footholds like contact planners by attention, and the subsequent
policy acts like a whole-body controller tracking the planned contacts.
Yet, by integrating the entire controller end-to-end, we can leverage
data-driven learning to tackle the issues of model-based methods: com-
putational burden, model mismatch, and violation of assumptions. We
can also tune the controller as a whole rather than tuning separate
modules, reducing system complexity.

This work also has limitations. First, training the policies can take
several days, and parameter tuning becomes inefficient due to the train-
ing costs. Second, we use the 2.5D height map representation which
may be inapplicable to certain scenarios, such as confined spaces [40].
Third, we focus on locomotion in this work, while the arms need to be
used for manipulation as well, and we have not studied how to balance
the needs for both locomotion and manipulation with the arms.

In the future, we will explore how we can improve training effi-
ciency and develop effective 3D representations that can generalize to
a broader range of scenarios. We also expect that the attention mecha-
nism can be extended to loco-manipulation tasks, including opening
doors, moving obstacles, climbing with the help of hands, etc.

MATERIALS AND METHODS

Motivation

A general abstract model can be derived to describe the commonalities
among model-based, learning-based, and hybrid methods as pictured
in Figure 8 A. In summary, an encoder observes proprioceptive and

exteroceptive information and outputs a latent representation that is
then fed into subsequent policy modules to generate actions.

For model-based controllers, the encoder can be interpreted as
a high-level planner that predicts the base trajectories, joint angles,
and footholds within its prediction horizon. The subsequent policy
module can be interpreted as a whole-body controller that generates
corresponding actions to track the solutions from the planner. Similarly,
for learning-based controllers, Rudin et al. [6] use a single MLP to
embed the observations and generate actions. Miki et al. [3] introduced
a belief encoder to reconstruct exteroception when sensor inputs are
degraded, subsequently passing the reconstructed representation to the
subsequent module. For hybrid methods, some works[29, 41] utilize
a network as the encoder to generate footholds, with a model-based
whole-body controller serving as the subsequent module to track these
footholds. Jenelten et al.[1] leverage TAMOLS as the encoder to
generate base trajectories and footholds and use an MLP policy to track
TAMOLS solutions. Despite the variety in these locomotion strategies,
they share intrinsic similarities in their control pipelines.

Building on this general abstract framework, we can analyze the
factors contributing to differences in robustness, precision, and gener-
alizability among the control strategies mentioned above. Model-based
controllers have exhibited great precision, with model-based planners
serving as the observation encoder. Model-based planners leverage
trajectory optimization to predict footholds and base motions from
map scans and robot states while adhering to the kinematic and dy-
namic constraints. However, they tend to be less robust due to their
inability to handle model mismatches and uncertainties effectively. In
contrast, learning-based methods demonstrate greater robustness, as
their encoders employ neural networks, which are better at managing
uncertainties when trained with proper domain randomization. Never-
theless, they are generally less precise, as it is difficult to impose hard
constraints on neural networks, and less generalizable to new terrains,
given their susceptibility to overfitting. With these considerations, we
focus on the encoder as a key component in developing a control strat-
egy that balances precision, robustness, and generalizability across
terrains. In this work, we introduce an attention-based neural locomo-
tion controller architecture that employs a multi-head attention module
to encode exteroception conditioned on proprioception, and thus is
capable of predicting precise foot placements based on current robot
states, as illustrated in Figure 8 B.

Multi-Head Attention-Based Map Encoding
Multi-head attention (MHA) [32] is a neural representation mechanism
that has revolutionized deep learning. At its core, MHA enables the
model to focus on the important parts of the inputs, and enriches the
representation by generating multiple parallel attention outputs, collo-
quially known as "heads". MHA thereby enhances interpretability by
identifying important inputs and improves generalization by mitigat-
ing the effects of variations in less important inputs. These features
align with our requirements for interpretability and generalization in
locomotion controllers that can work across diverse terrains.

Technically, the inputs of MHA in our work include a query and a
collection of key-value pairs. The output is determined by calculating a
weighted sum of the values, with each value’s weight being determined
by the compatibility of the query with the corresponding key. This
process can be interpreted as paying more attention to the values, for
which the corresponding keys are the most relevant to the query inputs.
This interpretation can be naturally transferred to our case, where we
expect the MHA module to focus more on the optimal steppable areas,
informed by current proprioceptive data and commands. To this end,
we use the proprioception embedding as the query and point-wise local
features as the key-value pairs to get a map encoding conditioned on
the proprioception. This structure is more expressive, or put another
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way, more suitable to model intricate relationships between the proprio-
ceptive and exteroceptive information than MLPs because the attention
weights paid to the map scans are state-dependent. The outputs of
MHA are then translated to joint-level actions by the subsequent policy
module.

As demonstrated in Figure 8 B, the map scans (L × W × 3, L
points long, W points wide, 3-d coordinates in the robot frame for
each point) make the exteroceptive observations. The z-values of the
points are first processed by a convolutional neural network (CNN)
which consists of two layers with zero padding to keep the original
dimensionality, and a kernel size of 5 to extract the local features for
each point. The first layer has 16 hidden units and the second has d − 3
hidden units, where d is the dimension of the MHA module (64 in our
case). Then, we concatenate the output of CNN (L × W × (d − 3))
with the 3-d coordinates to get point-wise local features of shape LW ×
d. These local features extract the neighborhood features around each
map point, enabling the subsequent MHA module to pay point-wise
attention. Meanwhile, the proprioception (1 × dobs) goes first through
a linear layer that outputs a proprioception embedding (1 × d). Then,
with the proprioception embedding as the query (Q, with n = 1 as
MHA’s query length) and the local features as the keys and values (K
and V), the MHA module outputs the map encoding, with each head
processing d/h dimensions of the inputs, where h is the number of
heads.

Two-stage training pipeline
To learn a robust and generalizable map encoding, we designed a
two-stage training pipeline that progressively refines the controller’s
capabilities. In the first stage, the controller is trained on base terrains
with perfect perception. This stage warms up the map encoding learn-
ing and allows the controller to acquire locomotion skills using ground
truth sensing.

In the second stage, we introduce more complex terrains with dis-
turbances and uncertainties. These terrains simulate more realistic
environments where perception may be imperfect, shaping the learned
motions to be more adaptable and resilient. By exposing the robot
to a broader range of terrains with added disturbances, this stage im-
proves the controller’s generalization across diverse terrains and also
enhances its robustness against real-world uncertainties, which ensures
that the final learned map encoding can operate effectively in unseen
environments.

Observation Space
The policy network observes proprioception information and map
scans in the robot-centric base frame (torso link for ANYmal-D
and pelvis link for GR-1 are considered as the base), including the
base linear velocity vb, angular velocity ωb, gravity vector gb, joint
positions qj and velocities q̇j, previous actions at−1 inferred by the
control policy, and a vector map scans surrounding the robot’s base
(a total of L × W × 3 points, where L and W are length and width,
respectively). The critic network observes the same information but
without noise. The symbols are declared in Table 1.

Reward Functions
The reward is a weighted sum of 14 terms for ANYmal-D and 16
terms for GR-1, detailed in Table 2. We divided our reward settings
into three categories, including task, regulation, and style rewards.
The task rewards consist of tracking commanded linear and angular
velocity while avoiding failures on terrains, where ncollision is defined
as the number of collisions between specific body parts with the terrain,
and ntermination is defined as the number of early terminations. We
terminate the episode while there is a collision between the torso and

Table 1. Nomenclature

v∗
i commanded base linear velocity of rigid body i

vi linear velocity of rigid body i

ω∗
i commanded base angular velocity of rigid body i

ωi angular velocity of rigid body i

aj desired j-th joint position inferred by the controller

q0,j default j-th joint position

qj joint positions

q̇j joint velocities

q̈j joint accelerations

τ j joint torques

qlim,j joint position limits

q̇lim,j joint velocity limits

τlim,j torque limits

ntermination number of terminations

ncollision,i number of collisions of rigid body i

nzero_contact number of zero contact

F f net contact force on foot f

c f contact state of foot f

v f velocity of foot f

gi gravity vector of rigid body i

i∗ index of rigid body named *

the terrain, or bad orientation of the torso. The regulation rewards
are designed to smooth the actions and avoid drastic motions, over-
torque, and over-extensions. To generate more natural movements, we
also introduced style rewards, where we penalize unwanted velocities,
stomping, foot slippage, jumping gaits, and tilted body parts. To
confine the movements of arms for GR-1, we also introduced a reward
to penalize deviation from default joint positions above a specific
threshold for arm joints. After we obtained a baseline controller using
the reward functions above, we fine-tuned the controller in stage 2 to
improve the sim-to-real transfer performance while standing, where
we penalize joint motions while the robots are in the stance phase, as
shown in orange in Table 2.

Training Environment
We utilize a custom version of Proximal Policy Optimization
(PPO) [42] for training, and a two-stage training pipeline, where we
first train a controller with privileged observations for both the actor
and the critic and then fine-tune the controller with noises and distur-
bances for the actor and privileged information for the critic. The actor
and the critic use the same network structure as shown in Figure 8 B,
where they share the same encoder module but use different subsequent
MLPs. The actor MLP maps the MHA output to joint actions while the
critic MLP maps to a value. The hyperparameters are detailed in the
supplementary methods (section "Training Details - PPO parameters").

Domain Randomization

We introduce noise to observations that are not privileged. At each sim-
ulation step, a customized noise is sampled from a uniform distribution
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Table 2. Definition of reward terms for ANYmal-D and GR-1. The x-axis points forward and the z-axis points downward. The body, joint,
and feet indices can be found in Appendix. The rewards marked in orange are only activated during stage 2 fine-tuning.

ANYmal-D GR-1
Reward Terms functions

weights indices weights indices

linear velocity tracking exp(−∥v∗
xy,i − vxy,i∥2) 5.0 i = [itorso] 5.0 i = [itorso]

angular velocity tracking exp(−∥ω∗
z,i − ωz,i∥2) 3.0 i = [itorso] 3.0 i = [itorso]

termination penalty −ntermination 200 N/A 200 N/A
Tasks

collision penalty −ncollision,i 1 i = [ishank]

action rate −||ajt − ajt−1||
2 5.0e-3 j = [0:12] 5.0e-3 j = [0:23]

joint acceleration penalty −||q̈j||2 2.5e-7 j = [0:12] 1e-6 j = [15:18, 19:22]

1e-4 j = [15, 19]

5e-5 j = [3,9]joint torques penalty & −||τ j||2 2.0e-5 j = [0:12]

5e-5 j = [2,8]

joint position limits −max(|qj| − 0.9qlim,j, 0) 1.0 j = [0:12] 10 j = [0:23]

joint velocity limits −max(|q̇j| − 0.9q̇lim,j, 0) 1.0 j = [0:12] 0.1 j = [0:23]

Regulations

joint torque limits −max(|τj| − 0.8τlim,j, 0) 0.2 j = [0:12] 2e-3 j = [0:23]

linear velocity penalty −v2
z,i 1.0 i = [itorso]

angular velocity penalty −||ωxy,i||2 5.0e-2 i = [itorso] 5.0e-2 i = [itorso]

contact forces penalty −max(||F f || − 700, 0) 2.5e-5 f = [0:4]

foot slippage penalty −c f ∗ ||v f || 0.5 f = [0:4] 1.0 f = [0, 1]

joint deviation penalty max(||qj − q0,j||2 − 0.25, 0.0) 0.5 j = [15:23]

no fly −nzero_contact 5.0 f = [0, 1]

straight body −||gi||2 3.0

i = [itorso,

ipelvis,

i f eet]

standing joint positions penalty −||q∗
j − qj|| 0.1 j = [0:12]

Styles

standing joint velocity penalty −||q̇∗
j − q̇j|| 0.5 j = [0:12] 0.2 j = [0:23]

and added to each observation term, except for the previous actions and
velocity commands. The map scans also have random drifts sampled
from a normal distribution for each terrain at the beginning of train-
ing. The perturbations are mainly designed to improve the robustness
against sensor drifts during deployment. We also introduced artificial
pushes by resetting the twist of the robots in simulation. To improve
the controller’s robustness against payload and friction variations, we
also randomized the torso mass and the friction coefficient of each
contact foot.

Terrains and Curriculum

We use different terrain settings for each training stage, detailed in the
supplementary methods (section "Training Details - Terrains"). For
each training stage, we use a curriculum introduced in [6]. At the start
of the training, all robots are randomly assigned a terrain type and a
difficulty level (10 in total). During training, the robots that managed
to walk out of their assigned terrains get upgraded to the next level and
downgraded to a lower level otherwise. The difficulty level of each
terrain is tuned heuristically such that the supporting surface is big
enough for the map scan resolution and the difficulty is not over the
maximum robot capability. For example, for a 10cm map resolution,

the stepping stones should be larger than 10cm; the gap width should
not exceed the length of the quadruped robot/the maximum possible
feet distance of the humanoid robot while assuming a walking gait (at
least one foot on the ground).

Training

The network parameters are the same for ANYmal-D and Fourier GR-1,
except that the dimension of map scans for GR-1 (17 × 11) is smaller
than that of ANYmal-D (26 × 16). We used d = 64 for the MHA
dimension, n = 1 for the target sequence length, and h = 16 for the
number of heads. We then trained the ANYmal controller through
massive parallelization with 4096 robots for 18000 epochs in stage
1 and 3600 epochs in stage 2. With 24 seconds of training time per
epoch, the total training time is 6 days on an Nvidia Tesla A100-40GB
GPU, which is a reduction of roughly 60% of training time compared
to DTC. For the GR-1 controller, we trained for 15000 epochs in stage
1 and 3200 epochs in stage 2, with 14 seconds per epoch, resulting in a
total training time of 3.5 days on an Nvidia RTX 4090 GPU.
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Deployment

We used ANYmal-D and GR-1 for our experiments. For ANYmal-D,
the control policy inference is done on a single Intel core-i7 8850H
CPU, and the elevation mapping [31] runs on an onboard Nvidia Jetson.
For GR-1, the policy inference is done on the Intel core-i7 13700h CPU,
and the map scans are sampled through ray-casting on a pre-designed
terrain mesh given the robot’s pose captured by the Qualysis Motion
Capture system [43].
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SUPPLEMENTARY METHODS

Training Details
Terrains

ANYmal-D:

• base terrains (terrains for stage 1 training)

– stairs

– pits - stages with a certain height

– rough - ground with ± 8cm height noise

– pallets - horizontally placed pallets with random distances
and heights

– gaps

– grid stones - randomly placed stepping stones with random
height differences

• fine-tuning terrains - terrains added for stage 2 fine-tuning

– pentagon stones - randomly placed stones with pentagon
surfaces.

– rough hills - inclined rough ground

– rings - ring-shaped steps

– beams - beams radiating outward from the center

– grid stones small - grid stones with a minimum of 12cm
width

– narrow beams - beams with a minimum of 15cm width

GR-1:

• base terrains (terrains for stage 1 training)

– stairs

– pits - stages with a certain height

– rough - ground with ± 8cm height noise

– pallets - horizontally placed pallets with random distances
and heights

– gaps

– grid stones - randomly placed stepping stones with random
height differences

– beams - beams radiating outward from the center

• fine-tuning terrains - terrains for stage 2 fine-tuning

– pentagon stones - randomly placed stones with pentagon
surfaces.

– single-column stones - stepping stones in one column with
height differences

– narrow pallets - pallets with smaller widths

– consecutive gaps

– narrow stairs

The visualization of the training terrains with curriculum can be found
in movie 1 under the method section.

PPO parameters

The PPO hyperparameters are listed in Table S1. All policies were
trained with the same parameters for both ANYmal-D and GR-1.

Table S1. PPO hyperparameters. 4096 parallelized environments.
All policies were trained with the same parameters.

parameter type number

batch size 24 · 4096 = 98304

mini batch size 8 · 4096 = 32768

number of epochs 5

clip range 0.2

entropy coefficient 0.005(stage 1) 0.002(stage 2)

discount factor 0.99

GAE discount factor 0.95

desired KL-divergence 0.01

learning rate adaptive

Joint Indices

We use the following joint indices during training.

ANYmal-D: The joint indices from 0 to 11 respectively stand for
LF_HAA, LF_HFE, LF_KFE, LH_HAA, LH_HFE, LH_KFE,
RF_HAA, RF_HFE, RF_KFE, RH_HAA, RH_HFE, RH_KFE. The
detailed definition can be found in [35].

GR-1: The joint indices from 0 to 22 respectively stand for l_hip_roll,
l_hip_pitch, l_knee_pitch, l_ankle_pitch, l_ankle_roll, r_hip_roll,
r_hip_yaw, r_hip_pitch, r_knee_pitch, r_ankle_pitch, r_ankle_roll,
waist_yaw, waist_pitch, waist_roll, l_shoulder_pitch, l_shoulder_roll,
l_shoulder_yaw, l_elbow_pitch, r_shoulder_pitch, r_shoulder_roll,
r_shoulder_yaw, r_elbow_pitch.

Ablation Study Details
Network structures

Figure S1, S2, and S3 present the network structures used in the
ablation study.
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Fig. S1. Ablation Study on Network Structures - Transformer
Encoder. We adopted the network structure proposed in [33]. The
map scans are embedded with a CNN and the proprioception is em-
bedded with a linear layer. The embedded map and proprioception
features are then concatenated and sent to a transformer encoder to
generate a map encoding.
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Fig. S2. Ablation Study on Network Structures - CNN down-
sampling. The CNN consists of two layers with kernel sizes (k) of 5
and 7, respectively. The padding and stride are set to be 0 and 1 for
both layers.
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Fig. S3. Ablation Study on Network Structures - Vision Trans-
former. The map scans are split into 2 × 2 patches and sent to a
vision transformer for feature extraction.


	Precise and Generalized Locomotion
	Agility and Recovery Reflexes by Whole-Body Coordination
	Versatile Velocity Tracking
	Simulation-based Evaluations
	Benchmark with DTC and baseline RL controller
	Ablation study on two-stage training
	Ablation study on network structure

	Interpretable Attention-based Map Encoding

